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Explainable Agents

▪ What does it mean to have an explainable agent?

Not only a software entity that justifies its decisions but also communicates and 
delivers a meaningful explanations [1].

▪ Why explainable agents?

Trust, collaboration, education, etc. [1].

▪ What does it mean to have an explainable BDI agent?

A research question.



Explainable BDI Agents

▪ Faithful explanations

▪ A detailed explanation should reflect the agent system’s processing.
▪ Sacrifice how useful and accessible the explanation is to certain audiences [2].

▪ Unfaithful explanations.

▪ People provide short explanations when asked to explain agent behavior [3].

▪ Two common explanation styles: (1) a goal-based explanation and (2) a belief-based 
explanation.

▪ When we need belief-based explanations?

▪ A research question.



Motivating Application I

Startup competitor analysis 

What must have been known for the 
target competitor to perform a 
particular task over another?



Motivating Application II

Explaining plan selection

Why must have been known for the 
pilot to select a particular plan 
among other applicable options? 



Summarising the Weaknesses

▪ Much of the previous explanation generation approaches can
theoretically do so, but assuming:

1. Availability of explanation generation modules,

2. Reliable observations, and

3. Deterministic execution of plans.

▪ Explanation generation in competitive settings.



The Overall Approach
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Given as inputs:

1. Audit Logs,

2. Plan library, and

3. update operator.

Compute:

▪ the belief-based explanations 
of every action referred to in 
the audit log.



Audit Logs

▪ We are interested in two modes of 
audit logging:

1. behaviour logs, and 

2. belief logs

▪ Collecting such data can be done  
using audit logging tools such as:

1. Mind Inspector in Jason platform.

2. DTT in JACK platform.



Updating Belief-based Explanations

▪ Updating Belief-based Explanations: At each action step in a plan
execution, we accumulate the enabling beliefs of the preceding steps.

▪ Why we update belief-based explanations?
▪ It could be used to contextualise explanations.

▪ It could also be used to validate the mined explanations.

▪ Updated belief-based explanations are non-deterministic.



Updating Belief-based Explanations

t1

Current beliefs It is sunny today
Cross wind

Updated beliefs It is sunny today
Cross wind



Updating Belief-based Explanations

t1 t2

Current beliefs It is sunny today
Cross wind

v1 = 129
v2 = 145 

Updated beliefs It is sunny today
Cross wind

It is sunny today
Cross wind
v1 = 129
v2 = 145 



Updating Belief-based Explanations

t1 t2 t3

Current beliefs It is sunny today
Cross wind

v1 = 129
v2 = 145 

speed = 135

Updated beliefs It is sunny today
Cross wind

It is sunny today
Cross wind
v1 = 129
v2 = 145 

It is sunny today
Cross wind
v1 = 129
v2 = 145 
speed = 135



Updating Belief-based Explanations

t1 t2 t3 t4

Current beliefs It is sunny today
Cross wind

v1 = 129
v2 = 145 

speed = 135 EFTO

Updated beliefs It is sunny today
Cross wind

It is sunny today
Cross wind
v1 = 129
v2 = 145 

It is sunny today
Cross wind
v1 = 129
v2 = 145 
speed = 135

It is sunny today
Cross wind
v1 = 129
v2 = 145 
speed = 150
EFTO



Mining Belief-based Explanations

▪ We are interested in discovering all 
the beliefs that are observed 
always, or most of the time, directly 
before the execution of each action 
referred to in the behavior log.

• Association rule learning can be an 
effective means for discovering 
regularities between beliefs and 
actions.



Mining Belief-based Explanations

The guiding intuition here is that:

1. beliefs observed in the belief log immediately 
before executing an action can be the enabling 
beliefs of that action, and

2. persistent beliefs observed a long time before 
the execution of an action are typically not the 
enabling beliefs of that action but may be of 
that action plus some others.

Explanation



Validating the Explanation Process

To validate the mined explanations, it is useful to establish:

▪ Soundness: a sound belief-based explanation is one that is mined correctly.

▪ Completeness: a complete belief-based explanation requires that all the 
enabling beliefs of a given action are mined. 



Conclusion

▪ Faithful vs. Unfaithful explanations.

▪ Not all agents are explainable by design.

▪ Belief-based explanations for competitor analysis.

▪ Updating, mining and validating belief-based explanations.

▪ Next step: Goal-based explanations mining.



Question?
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